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(e.g. individual transport versus collective transport) helps to add knowledge on how each mode is expected to evolve 
and anticipate future states of the system. This will allow policy makers to tackle possible deviations from targets set 
to achieve sustainable mobility goals. 

 In some travel models such as aviation, accurate short-term passengers’ flows predictions are needed for financial 
decisions such as those related to revenue management and regular adjustments to operational variables (e.g. ticket 
pricing policy). As earlier noted for the case of short-term rail passenger flow forecasting (Roos et al., 2017; Haworth, 
2014) there’s no consensus on the most suitable method to select and this is also influenced by the characteristics of 
the dataset in each territorial context. 

Emerging developments in big data, sensor and wireless communications present nowadays new challenges and 
opportunities for travel demand forecasting methods, particularly for dealing with the dimensions of data acquisition, 
data processing, data analysis, and application of results (Zhao et al., 2018). However, advances in the applications of 
big data in the field of sustainable and multimodal mobility still require solving some constraints such as missing data 
(at the level of disaggregation aimed), discontinuities in traffic-related data acquisition, absence of comprehensive 
databases, lack of data integration and quality issues, which may apply in each specific case.  

The research reported in this paper is considered opportune in the context of the region of the Algarve in Portugal. 
The region had developed successfully an “Action Plan for Sustainable Urban Mobility” engaging the regional network 
of sixteen cities and stakeholders with a focus on mobility decarbonisation goals (AMAL, 2017; Arsenio and Coelho, 
2019).  

This paper is built around of a joint research effort of the authors for the analysis of the passenger flows’ data (time-
series data) gathered by the Regional Coordination and Development Commission of the Algarve (CCDR Algarve) to 
assess mobility patterns covering all transport modes of transport. The main research questions can be described as 
follows: 

• What mobility patterns are observed in the various transport modes in the Algarve region? 
• What trends can be expected in the coming years? 
• According to the passenger flow predicting models and their results, what recommendations can be useful 

for mobility and transport planning authorities for action until 2020 and beyond? 
The remainder of this paper is organised as follows: Section 2 provides an overview of the main passenger flow 

predictions models: it sets the research scene background and outlines the various types of models found in the 
literature over the years. Section 3 presents the data and the selected modeling methodology. Section 4 addresses the 
prediction models estimated and presents some of the regional models estimated for collective transport modes 
(intercity bus and regional rail) and the region’s main motorway. Finally, section 5 outlines conclusions and further 
research directions. In this paper, the terms “prediction” and “forecasting” are used interchangeably. 

 

2. Overview of passenger flow forecasting models and modeling trends 

Various approaches have been developed to predict passenger flows over the past few decades (Liu and Cheng, 
2017; Qin et al., 2019). The most widely used forecasting models are regression models, smoothing models and general 
time series models (Montgomery et al., 2015).  

Several model taxonomies were found in the literature review. Liu and Cheng (2017) classified passenger flow 
prediction models into main four categories:  

• Models based on traditional classical algorithms (e.g. Kalman filtering based methods); 
• Regression models;  
• Machine learning based models (e.g. back propagation learning trained artificial neural networks);  
• Hybrid models (combination of methods).   

Bai et al. (2017) classified short-term transport forecasting approaches into two main categories: parametric and 
non-parametric methods. Parametric methods include models such as the autoregressive model, autoregressive moving 
average (ARMA), autoregressive integrated moving average (ARIMA) and seasonal autoregressive integrated moving 
average (SARIMA).  The ARIMA model is indicated for non-seasonal and non-stationary data. Box and Jenkins 
(1970) have generalised the ARIMA model to deal with seasonality. Non-parametric models include alternatives such 
as artificial neural networks (ANN) and deep learning approaches such as deep belief networks. Focusing on short-
term bus passenger flow prediction models, Zhai et al. (2018) classified applied methods into three main categories:  
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• Linear methods of time series analysis and regression; 
• Nonlinear methods (e.g. artificial neural networks, support vector machine); 
• Combination of linear and non-linear methods. 

Non-linear models often require a large amount of traffic monitoring data preprocessing and show poor real-time 
nature (Zhao et al., 2018). 

Ahmed and Cook (1979) conducted one of the former applications of Autoregressive Integrated Moving Average 
(ARIMA) model for short-term prediction of motorway traffic flows. The estimated ARIMA models were found to be 
more accurate to represent time-series data (166 data sets from three surveillance systems were used) in motorways of 
Los Angeles, Minneapolis, and Detroit in comparison to these alternative methods: moving-average, double 
exponential smoothing and trig and leach adaptive models, in terms of mean absolute error and mean square errors. 
Ghosh et al. (2005) found that seasonal ARIMA model was adequate to predict traffic flows during rush hours at a 
city junction. Moreira-Matias et al. (2013) used ARIMA models for predicting the spatial distribution of taxi 
passengers using streaming data. Guo and Yuan (2017) used ARIMA models and applied genetic optimization particle 
filter to improve the accuracy of short-term passenger flow predictions at each station for the case of urban rail. 

Zhang and Song (2011) predicted passenger flows at key bus stops using the Kalman filter algorithm and data from 
automatic fare collection and video. As noted by Zhai et al. (2018), previous studies demonstrated that the Kalman 
filter method lead to better performance results (in terms of mean absolute deviation, mean square error, mean absolute 
percentage error, mean square percentage error) in comparison to the Back Propagation Artificial Neural Network. 
Hou and Ma (2011) used combined grey models (Deng, 1989) with linear regression to forecast railway passenger 
flows. Gutiérrez et al. (2011) used distance-decay functions and multiple regression models to forecast passengers’ 
metro ridership at the station level. Distance-decay weighted regression means that demand data from the bands nearer 
the stations have a greater weighting than those located farther away.  

Li et al. (2016) used the Back Propagation Neural Network model (BPNN) to predict urban rail passengers’ traffic 
at the station level and used the population per distance band as new variable. These authors showed that the proposed 
BPNN had a better performance in comparison to the other three based (linear model based on population per distance 
band, BPMM model with total population, linear model based on total population) for these measures of effectiveness: 
maximum relative error, smallest relative error, average relative error, and mean square root of relative error. 
Regression forecasting models and time series prediction models have been much used to estimate future urban 
passenger traffic flows but also cover the interurban context. Lv et al. (2015) predicted short-term passenger traffic 
flows covering the case of long-distance coach as well. Ma et al. (2015) proposed the Interactive Multiple Model-
based Pattern Hybrid (IMMPH) approach to predict short-term demand bus passenger and this method had a better 
forecast performance in comparison to an artificial neural network hybrid model.  

Jian et al. (2014) used a hybrid approach involving the combination of two methods for short-term forecasting of 
high-speed rail demand: grey support vector machine and the ensemble empirical mode decomposition. This hybrid 
approach outperformed ARIMA and Support Vector Machine methods for the modelled direct origin-destination (OD) 
flow data but since interactions between different OD pairs had been ignored this may affect its forecasting ability. 
Xie et al. (2014) proposed a hybrid approach for the short-term forecast of air passenger flows which was based on 
the seasonal decomposition of time series and least squares support vector regression model.  

Yu et al. (2011) compared several machine learning methods (Support Vector Machine, Artificial Neural Networks-
ANN, k-Nearest Neighbor algorithms) and linear regression for prediction of bus time arrivals at bus stops with 
multiple routes. These authors found that the SVM model had the best performance of the four models.  

Tsai et al. (2009) used multiple temporal units neural network models and parallel ensemble neural networks and 
four-year daily data to estimate short-term railway passenger demand. Sun et al. (2019) applied a mean impact value-
based non-linear vector auto-regression neural network for forecasting air passenger flow. This method outperformed 
other hybrid approaches in terms of accuracy. Xu et al. (2019) proposed a hybrid approach of SARIMA-Support 
Vector Regression to forecast aviation demand indicators. 

Deep learning was used by Liu and Chen (2017) to predict the hourly passenger flows for the BRT mode. Liu et al. 
(2019) used deep learning methods to forecast the inbound/outbound passenger flows for the metro. The model was 
trained using the Back propagation and Adaptative moment estimation (Adam) method (Kingma and Ba, 2014). Adam 
is an algorithm for first-order gradient-based optimization of stochastic objective functions, based on adaptive 
estimates of lower-order moments. Bai et al. (2017) found that the multi-pattern deep fusion approach (by fusion of 



110	 Elisabete Arsenio  et al. / Transportation Research Procedia 49 (2020) 107–118

deep belief networks of multiple patterns) used for predicting short-term bus passenger flows had the best forecasting 
performance among the alternative methods. Table 1 summarizes the studies/methods above described. 

 

Table 1. Overview of passenger flow prediction models by transport mode. 

 

Table I shows that parametric methods such as ARIMA and SARIMA have been applied across several transport 
modes in the context of passengers’ flow predictions. On the other hand, deep learning approaches to artificial 
intelligence seem to be promising in big data, using the principles of learning multiple levels of decomposition, which 
can be applied in machine learning frameworks (Goodfellow et al., 2016). As already noted by Liu and Chen (2017), 
these methods are at the intersection of research into neural networks, artificial intelligence, graphical modeling, 
optimization, pattern recognition, and signal processing.  

Studies Transport mode Type of model 

Li and Yang (2007) 

Tsai et al. (2009) 

 

Hou and Ma (2011) 

Jian et al. (2014) 

Milenković et al. (2016) 

 

Guo, L. and Yang, Y. (2017) 

Li, J. et al. (2016) 

Liu et al. (2019) 

Gutiérrez et al. (2011) 

 

Liu and Chen (2017) 

Bai Y. et al. (2017) 

Zhang and Song (2014) 

Ma et al. (2014) 

 

Yu et al. (2011)  

Lv et al. (2015) 

 

 

Moreira-Matias et al. (2013) 

Ghosh et al. (2005) 

 

 

Sun et al. (2019) 

 

Xie et al. (2014) 

 

Xu et al (2019) 

 

Railway 

Railway 

Railway 

High-speed rail 

Railway 

Railway 

 

Urban rail 

Urban rail/metro 

Metro 

Metro 

 

BRT 

Bus 

Bus 

Bus 

 

Bus 

Long-distance 

Coach 

 

Taxi 

Traffic 
flows/junction 

 

Aviation 

 

Aviation 

 

Aviation 

 

Neural network 

Neural network 

Grey models and linear regression  

Hybrid (SVM and EEM decomposition 

SARIMA 

Neural network 

 

ARIMA &genetic optimization particle filter 

Back Propagation Neural Network 

Deep Learning 

Multiple regression 

 

Deep learning 

Multi-pattern deep fusion/Deep Belief Networks 

Kalman filter 

Interactive Multiple Model-based Pattern Hybrid  

 

Support Vector Machine, ANN, k-NN, linear regr. 

Regression 

 

 

ARIMA 

Seasonal ARIMA, Holt-Winters 

 

 

Mean impact value-based non-linear vector auto-
regression neural network 

Hybrid (seasonal decomposition and Least Squares 
Support Vector Regression) 

SARIMA-Support Vector Regression 
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3. Data and modeling framework 

3.1. Data description 

The data supplied by CCDR Algarve is raw data of passenger’s flows covering all transport modes and time periods 
(day, month) which was collected from heterogeneous sources and covered the period 2007 to 2017. Basically, it 
comprised datasets (time-series) of the transport operators in the region and the national manager of road and rail 
infrastructures for the case of daily road traffic flows in main roads.  

As earlier noted by Rahm and Do (2000), major problems exist in raw traffic data such as referential integrity, 
uniqueness, misspelling, redundancy and contradictory values. Therefore, the preprocessing of data involved data 
cleaning for detecting and removing errors and inconsistencies from data to improve its quality. The approach involved 
data analysis (including data mining to detect specific patterns and outliers), mapping rules, verification, 
transformation and backflow of cleaned data.  

In the research reported herein the focus is made on prediction models estimated for the case of regional collective 
transport (bus and rail) and road traffic only. Considering data privacy issues that apply to each transport operator in 
the region, the data is aggregated by trimester to be able to publicly disseminate prediction models for each mode.  

 

3.2. Modelling framework 

A time series comprises a set of observations statistically related, associated to a specific random event and that are 
sequentially collected over time (Brockwell and Davis, 2006). A time series function can be disaggregated into its 
trend, seasonal, cyclic and residuals’ parts (Murteira, 2000). 

The time series analysis aims to describe, model, predict and control future behaviour (Ehlers, 2009) as follows: 
• Description: The graphical analysis of the series allows the identification of trend patterns, seasonal or 

cyclic variations and abrupt change in behaviour, outliers and turning points. The analysis of the time 
series requires the selection of a suitable probability model for the data. 

• Modelling: After knowing the behaviour of the series, models need to be built to explain the data over the 
observed period.  

• Prediction: Future values of a series can be predicted based on past values and models built to explain 
behaviour. 

• Control: Future behaviour can be controlled through adjusting the values of some variables. 
The methodology used for prediction analysis is based on Box-Jenkins (Box et al., 2015) and followed these main 

steps using the R† software (R, 2016): 
• Graphical analysis of the time-series. 
• Verify the stationarity (or non-stationarity) of the time-series, that is if these exhibits similar “statistical 

behavior” in time; the unit root test, test of stationarity by Dickey and Fuller (1979) is used. 
• Parameter estimation of the identified models to fit the data; model identification involves checking the 

graphical analysis, autocorrelations functions (ACF) and partial autocorrelation functions (PACF) and 
Akaike information criteria (AIC); for example, the identification of ARIMA models would require that 
both ACF and PACF will exhibit exponential decay and/or damped sinusoid behaviour. 

• Diagnosis assessment, that is to analysis the adequacy of the model through residual analysis. 
• Model reformulation, if required as a result of the previous step. 
• Predict of future observations with the selected model: predictions are envisaged to the year 2020 by the 

regional planning authority. 
Annual passengers’ flows time series exhibited strong seasonal patterns. This was somehow expected as the region 

of Algarve is the main touristic destination at the national level (and internally known for its long coast and seaside) 
and, hence, demand for services are intrinsically seasonal having its peak over the summer period.  

 

 

1 The R package is available at: https://cran.r-project.org 
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3.3. Seasonal ARIMA and ARIMA models 

As mentioned by Xu et al. (2019), the SARIMA model consists of six parts: Autoregressive (AR), Moving Average 
(MA), Seasonal Autoregressive (SAR), Seasonal Integration (SI) and Seasonal Moving Average (SMA). A time-series 
Yt is a Autoregressive process with p-order, AR (p), if: 

 
𝑌𝑌𝑡𝑡 = 𝜇𝜇 + 𝜑𝜑1𝑌𝑌𝑡𝑡−1 + 𝜑𝜑2𝑌𝑌𝑡𝑡−2 + ⋯ + 𝜑𝜑𝑝𝑝𝑌𝑌𝑡𝑡−𝑝𝑝 +  𝜀𝜀𝑡𝑡  = 𝜇𝜇 + ∑ 𝜑𝜑𝑖𝑖𝑌𝑌𝑡𝑡−𝑖𝑖

𝑝𝑝
𝐼𝐼=1 + 𝜀𝜀𝑡𝑡     (1) 

 
 𝜀𝜀𝑡𝑡~ 𝑊𝑊𝑊𝑊 (0, 𝜎𝜎𝜖𝜖

2)
Where 𝜑𝜑1,…, 𝜑𝜑𝑝𝑝 are non-null fixed constants (autoregression parameters); p is the time lag and 𝜀𝜀𝑡𝑡 is the white noise 
(sequence of uncorrelated random observations from the same distribution, with mean 𝜇𝜇  and constant variance 𝜎𝜎𝜖𝜖

2), 
in time t.  Considering the lag operator B, where 𝐵𝐵𝑌𝑌𝑡𝑡 = 𝑌𝑌𝑡𝑡−1, equation (1) is equivalent to: 

 
𝜑𝜑(𝐵𝐵)𝑌𝑌𝑡𝑡 = 𝜇𝜇 + 𝜀𝜀𝑡𝑡, where 1 − 𝜑𝜑1𝐵𝐵 − 𝜑𝜑2𝐵𝐵2

 − ⋯ − 𝜑𝜑𝑝𝑝𝐵𝐵𝑝𝑝  
 

Hence, (B) =0 defines an autoregressive model. B is, by convention, a real or complex number. The process AR 
(p) is stationary if and only if the roots of the characteristic equation are higher or equal to 1 (Cowpertwait & Metcalfe, 
2009). An AR(p) model can be characterized by: 

- an autocorrelation function, ACF, with infinite and exponential decay after p lags; 
- a partial autocorrelation function, PACF, equal to zero for time lags greater to lag p. 
 
A time-series Yt is a Autoregressive process of p-order and moving averages, ARMA (p,q), if: 
 

𝑌𝑌𝑡𝑡 = 𝜇𝜇 + 𝜑𝜑1𝑌𝑌𝑡𝑡−1 + 𝜑𝜑2𝑌𝑌𝑡𝑡−2 + ⋯ + 𝜑𝜑𝑝𝑝𝑌𝑌𝑡𝑡−𝑝𝑝 + 𝜃𝜃1𝜀𝜀𝑡𝑡+1 + ⋯ + 𝜃𝜃𝑞𝑞𝜀𝜀𝑡𝑡−𝑞𝑞  + 𝜀𝜀𝑡𝑡    (4) 
 

𝑌𝑌𝑡𝑡 = 𝜇𝜇 + ∑ 𝜑𝜑𝑖𝑖𝑌𝑌𝑡𝑡−𝑖𝑖
𝑞𝑞
𝐼𝐼=1 + ∑ 𝜃𝜃𝑖𝑖𝜀𝜀𝑡𝑡−𝑖𝑖

𝑞𝑞
𝐼𝐼=𝑜𝑜           (5) 

 
𝜑𝜑(𝐵𝐵)𝑌𝑌𝑡𝑡 = 𝜇𝜇 + 𝜃𝜃(𝐵𝐵)𝜀𝜀𝑡𝑡        (6) 

 
Where 𝜇𝜇 is the average of the process and 𝜃𝜃 … The process of 

Moving Averages MA (q) has: 
- an autocorrelation function, ACF, equal to zero for time lags higher than lag q; 
- a partial autocorrelation function, PACF, infinite and with exponential decay after lag q. 
The autocorrelation function of the ARMA (p, q) model combines the behavior of models AR(p) and MA(q), but 

if time lags considered are below q, then the ACF is equal to the AR(p) model. 
The Autoregressive Integrated of Moving Averages model, ARIMA (p,d,q) is a generalization of the ARMA 

models, to integrate non-stationary time-series (the parameter d represents the dth differencing in process to achieve 
stationarity). SARIMA models are represented by ARIMA (p,d,q) (P,Q,D)m where m represents the number of seasons 
(e.g. four trimesters) and the parameters P,Q,D have the same meaning as p, d and q in the ARIMA model and 
correspond now to the seasonal part of the model. The SARIMA model uses season differencing of appropriate order 
to remove non-stationarity of the series (Xu et al., 2019). 

For the selection of the forecasting model, it was used the Akaike information criterion (Akaike, 1974). The Ljung-
Box test was applied to verify the existence of autocorrelations between the former B lags of the time-series (function 
Box.test if the R package). The Shapiro-Wilk test (Shapiro and Wilk, 1965) was used to test the normality of residuals 
(function shapiro.test in the R package).  
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4. Development of regional prediction models: collective transport versus car-based trends  

4.1. Collective transport: intercity bus 

Figure 1 shows a continuous decreasing of the total annual passenger traffic flows over the period 2007 to 2017. 
Between 2007 and 2014, 3.16 million of passengers were lost. After 2014, intercity annual bus demand remains 
approximately constant.  

 
Fig. 1 Annual passenger traffic flows in intercity buses by trimester (left) and year (right). 

 
The lowest passenger flows are registered in the 3rd trimester of the year (summer period). Unlike the other 

collective transport modes (railway, inland waterways transport), intercity bus is mainly used by commuters and to 
home-school travel. The Dickey-Fuller stationarity test (p-value = 0.7477) does not reject the null hypothesis of non-
stationarity of the time-series and it’s necessary to apply a non-seasonal differencing, d=1, to achieve a stationary 
series (Figure 2). 
 

 
Fig. 2 Time-series differencing (d=1). 

 
The ACF and PACF functions of the time-series free of seasonality and trends are represented in Figure 3. These are 
used to determine the other parameters of the model. 
 

 
Fig. 3 ACF (left) and PACF (right). 

 
The peaks in lags 1 and 4 of the ACF (Fig.3) suggest a non-seasonal MA component of order 1 (q=1), along with a 
seasonal of order 1 as well, Q=1. The peaks in lags 1 and 2 of the PACF (Fig. 3) suggest a non-seasonal AR of order 
2 (p=2), whereas the peak in lag 4 suggest a seasonal component of order 1 (P=1). Therefore, two possible best fit 
models are compared as follows: 
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• ARIMA (0,1,1) (0,11)4 with AIC = 983.45 
• ARIMA (2,1,0) (1,1,0)4 with AIC= 980.73 (model selected) 

For the selected model, the non-seasonal AR parameter of order 2 (p=2) is not significant and it’s eliminated which 
lead to the following model which is used in Figure 4: 

• ARIMA (1,1,0) (1,1,0)4 with AIC = 979.53 
The residuals of the final model are not correlated (Box-Ljung test, p-value = 0.334) and these follow approximately 

a normal distribution (Shapiro-Wilk, -p=0.6339). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Observed versus adjusted observations with the selected prediction model. 
 
The predicted annual passenger flows that are expected to use the intercity bus will remain approximately constant 

until 2020 (Figure 5). In 2020, the highest passenger flow is registered in the 1st trimester, with a total of 1.522554 
passengers and the lowest in the 3rd trimester, 1.230955 passengers. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5 Intercity bus passenger flows’ predictions until 2020. 

4.2. Collective transport: regional railway 

Figure 6 shows a decreasing trend in the use of regional railways between 2010 and 2012, with a loss of 358.7 
thousand passengers. After 2012, passenger annual flows started to increase reaching in 2017 the total of around 1.9 
million passengers, a similar value to the one observed in 2010.  

 
 
 
 
 
 

Observed  
ARIMA (1,1,0)(1,1,0)4  

95% prediction limits  
 Predicted  
Observed  
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Fig. 6 Regional railway passenger flows per trimester (left) and year (right). 

 
Following the same modelling framework as described in section 4.1, the best fit to the data model can be 

represented as ARIMA (0,1,0) (0,1,1)4. The forecasted railway passenger flows until 2020 are shown in Figure 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7 Regional railways passenger flows’ predictions for 2018 – 2020. 
 
In the period up to 2020, the total number of passengers that will use the regional railway is expected to increase, 

registering in the 3rd semester its maximum with 598578 passengers which coincides with the period of higher touristic 
flows in the region. The amplitude of the prediction limits over time influences the accuracy of the forecasts (Fig. 7).  

 

4.3. Traffic flows in the main regional motorway A22 

Figure 8 shows the Annual Daily Traffic (ADT) flows in the A22 regional motorway: between 2007 and 2012 it 
registered a decreasing trend; after the 2014 value (6000 vehicles/day), the ADT continued to increase until 2017 but 
totals are inferior to the ones registered in 2008. 
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Fig. 8 ADT flows in the A22 regional motorway, per trimester (left) and year (right). 

 
Following the same modelling framework as described in section 4.1, the best fit model to the data was ARIMA 

(0,1,0) (0,1,0)4. The predicted ADT flows in the A22 motorway until 2020 are shown in Figure 9. 
 

 
 
 

 
 
 
 
 
 
 
 
 

 
Fig.9 Predicted ADT flows in the A22 regional motorway until 2020. 

 
The ADT flows in the regional motorwayA22 are expected to increase until 2020. Traffic flows are expected to 

reach the previous values registered in 2007, before the economic and financial crisis. ADT flows maximum are 
expected to occur in the 3rd trimester of 2020 with 27451 vehicles/day.  

 

4.4. Discussion of results: policy implications 

Road traffic trends and the estimated model predictions of regional collective transport are useful for policy makers. 
The Algarve territory is aligned with the concept of a polycentric region (Schuthof, 2013). It is characterized by the 
presence of several centres in which goods and services are dispersed in different cities of the region and there exists 
important shares of daily mobility flows that occur outside the boundaries of a single city, due to daily commuting 
patterns and additional seasonal interactions generated by intense tourism flows during summer (Arsenio and Coelho, 
2019). Around 65% of the population uses car as main mode of daily transport in the region and it’s important for 
planning authorities to reverse trends. Traffic growth can be explained by several deterministic factors such as the 
absence of public investment in the region of Algarve for creating effective alternatives to car use (intercity bus and 
regional railway supply remain unchangeable since 2007), significant internal and external touristic demand, specially 
over the summer period and high supply levels of rent-a-car services in the Faro region (including at Faro airport).  

Considering that predictions of railway passenger flows are expected to increase until 2020 with demand peaks 
over the 3rd trimester, more investment seems to be required to meet future demand. Regarding the intercity bus, this 
mode is mainly used for commuting (e.g. home to school) and the demand levels are expected to remain almost 
unchangeable until 2020. Therefore, it seems important to improve quality of service and its connectivity to other 
modes such a cycling and walking to make this mode more attractive than car. These actions would also help to meet 
the decarbonisation goals set in the Action Plan for Sustainable Urban Mobility. 

 95% prediction limits  

 Predicted  Observed  
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5. Conclusions and further research  

The research reported in this paper represents the former collaborative effort to transform the raw data of the CCDR 
Algarve concerning passenger flows (time-series) in the region of Algarve, in Portugal, into useful information for 
mobility planning purposes. Results from the analysis are useful for decision makers to reverse current trends on 
continued road traffic growth and to devise policy measures to enable a sustainable mobility path towards 
decarbonisation and social equity goals until 2030, as envisaged by the “Action Plan for Sustainable Mobility” in the 
Region. 

The parametric passenger flow prediction models estimated represent main mobility patterns at the regional level. 
However, these models are unable to react to varying conditions and strategies. Once real-time data becomes available 
for other modes such as cycling, future research shall proceed with the development of passengers’ flow prediction 
models at the local (city) level aiming to use more disaggregated historical data by time of day and explore emerging 
methods such as deep learning.  
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